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Extreme she occupations

2. nurse
5. socialite
8. bookkeeper

1. homemaker
4. librarian

7. nanny

10. housekeeper

11. interior designer

3. receptionist

6. hairdresser

9. stylist

12. guidance counselor

Extreme he occupations

1. maestro 2. skipper
4. philosopher 5. captain
7. financier 8. warrior

10. magician 11. figher pilot

Figure 1:

3. protege

6. architect

9. broadcaster
12. boss

The most extreme occupations as projected on to the she—he gender direction on g2vNEWS.

Occupations such as businesswoman, where gender is suggested by the orthography, were excluded.



Gender stereotype she-he analogies.

sewing-carpentry  register-nurse-physician housewife-shopkeeper
nurse-surgeon interior designer-architect softball-baseball
blond-burly feminism-conservatism cosmetics-pharmaceuticals
giggle-chuckle vocalist-guitarist petite-lanky

sassy-snappy diva-superstar charming-affable
volleyball-football cupcakes-pizzas hairdresser-barber

Gender appropriate she-he analogies.
queen-king sister-brother mother-father
waltress-walter ovarian cancer-prostate cancer convent-monastery

Figure 2: Analogy examples. Examples of automatically generated analogies for the pair she-he using the
procedure described in text. For example, the first analogy is interpreted as she:sewing :: he:carpentry in the
original w2vNEWS embedding. Each automatically generated analogy is evaluated by 10 crowd-workers are
to whether or not it reflects gender stereotype. Top: illustrative gender stereotypic analogies automatically
generated from w2vNEWS, as rated by at least 5 of the 10 crowd-workers. Bottom: illustrative generated
gender-appropriate analogies.
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Figure 7: Selected words projected along two axes: x is a projection onto the difference between the
embeddings of the words he and she, and y is a direction learned in the embedding that captures gender
neutrality, with gender neutral words above the line and gender specific words below the line. Our hard
debiasing algorithm removes the gender pair associations for gender neutral words. In this figure, the words
above the horizontal line would all be collapsed to the vertical line.



Semantics derived automatically from language
corpora contain human-like biases
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Figure 1: Occupation-gender association. Figure 2: Name-gender association.
Pearson’s correlation coefficient p = 0.90 Pearson’s correlation coefficient p = 0.84
with p-value < 10718, with p-value < 10713,

extent of “veridical” (= “coinciding with reality”) bias



. Original Finding Our Finding
Target words Attrib. words Ref N d D Ny Na d D
Flowers vs Pleasantvs | o 1 29 | 135 | 1078 | 25x2 | 25%2 | 1.50 | 107
insects unpleasant
Instruments vs - Pleasantvs | o1 59 |y g6 | 10-10 | 9559 | 25x2 | 1.53 | 107
weapons unpleasant
Eur.-American Pleasant vs
vs Afr.-American unoleasant ®) 26 | 1.17 1072 32x2 | 25%x2 | 1.41 | 1078
names P
Eur.-American Pleasant vs
vs Afr.-American unpleasant (7) Not applicable 16x2 | 25x2 | 1.50 | 104
names from (5)
Eur.-American Pleasant vs
vs Afr.-American unpleasant (7) Not applicable 16x2 | 8x2 ] 128 | 1077
names from (9)
Malenzlsnf;male C;‘;fgs 9 | 39k | 072 <1072 | 8x2 | 8x2| 181 | 1073
Math vs arts ferﬁ?ietz:ms 9 | 28k | 082 | <1072 | 8x2 | 8x2 | 1.06 | .018
Science vs arts ferlr\l/:llcleet:rsms (10) | 91 | 147 | 107 | 8x2 | 8x2|1.24 | 1072
Mental vs Temporary vs _3 _9
. : (23) | 135 | 1.01 10 6x2 | 7x2 13810
physical disease permanent
Young vs old Pleasant vs 9 _9
; 9) | 43k | 1.42 | <10 8x2 | 8x2 | 12110
people’s names unpleasant

Table 1: Summary of Word Embedding Association Tests. We replicate 8 well-known TAT
findings using word embeddings (rows 1-3 and 6—-10); we also help explain prejudiced human
behavior concerning hiring in the same way (rows 4 and 5). Each result compares two sets of
words from target concepts about which we are attempting to learn with two sets of attribute
words. In each case the first target is found compatible with the first attribute, and the second
target with the second attribute. Throughout, we use word lists from the studies we seek to
replicate. /NV: number of subjects. Np: number of target words. N 4: number of attribute words.
We report the effect sizes (d) and p-values (p, rounded up) to emphasize that the statistical
and substantive significance of both sets of results 1s uniformly high; we do not imply that our
numbers are directly comparable to those of human studies. For the online IATs (rows 6, 7, and
10), p-values were not reported, but are known to be below the significance threshold of 1072,
Rows 1-8 are discussed in the text; for completeness, this table also includes the two other IAT's
for which we were able to find suitable word lists (rows 9 and 10).
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Table 1: Word pairs used for the calculation of the sentiment
direction translated from German.

Positive | Negative
good bad

positive | negative

happy sad

peace war

cheap | expensive | 7

love hate




Table 2: Extreme words for each task and group using the
embeddings from Wikipedia data

Wikpedia
Sexist prejudice
Profession Sentiment
Woman Man Woman Man
Nurse Officer Wedding Reinforcement
Secretary Hunter Divorce Attack
Teacher Commander Anulment Combat
Saleswoman Guard Engagement Power
Actress Cameraman Marry Decrease
Population Prejudice
Profession Sentiment
Foreigners German Foreigners German
Aid official Author Refugee Champion
Craftsman Journalist Unauthorized Cooperation
Bank Assistant Historian Lawful Union
Tour guide Director Tax New
Foreman Painter Accumulate Assignment
Sexual Orientation Prejudice
Profession Sentiment
Homosexuality | Heterosexuality | Homosexuality | Heterosexuality
Artist Singing teacher Corruption Unserious
Art dealer Copywriter Violence Nice
Actress Forest manager Adultery Fantastic
Cook Track driver Known Smart
Shoemaker Carpenter Prohibited Fair

Table 3: Extreme words for each task and group using the
embeddings from social media data

Social Media
Sexist prejudice
Profession Sentiment
Woman Man Woman Man
Nurse Policeman Agitation Robber
Secretary Musician Mature Attacker
Pharmacist Priest Love Injured
Religion teacher Coach Increase Fascist
Correspondent Paramedic Stubborness Overwhelmed
Population Prejudice
Profession Sentiment
Foreigners German Foreigners German
Newspaper Government Official Criminal Mature
Skilled worker Correspondent Exclude Beauty
Politician Notary Refugee Charm
Consultant Butler Increase Passion
Teacher Reporter Frustration Love
Sexual Orientation Prejudice
Profession Sentiment
Homosexuality Heterosexuality Homosexuality | Heterosexuality
Artist Streetworker Death sentence Friendly
Scrap dealer Political scientist Discrimination Moving
Hairdresser Political economist Abuse Deliberation
Interviewer Mediator Harassment Increasing
Consultant Biologist Violence Unecessary




Man German Heterosexuality
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Figure 1: Intergroup positive sentiment difference in the em-

beddings.



Bias after mitigation
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Figure 3: Bias in the sentiment classifier for stereotypical

Figure 2: Predicted score of the sentiment classifier for names of various populations after mitigation at (a) the em-
stereotypical names of different populations beddings’ level, (b) the level of the classifier.
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and female names, before and after mitigation by applying
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Table 5: Classification results for the sexism task
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B embeddings
B classifier

Model Embeddings Trainable | Accuracy | F1 - sexist | F1 - neutral
LSTM Random False 0.57 0.55 0.62
LSTM Wiki - common False 0.68 0.65 0.70
LSTM SM - common False 0.70 0.69 0.70
LSTM Sexism - common False 0.75 0.75 0.75
Attention Sexism - all True 0.80 0.80 0.81
Attention | Sexism - all - filtered True 0.92 0.92 0.91

female male



Ehe New Hork Eimes

Microsoft Created a Twitter Bot to
Learn From Users. It Quickly Became
a Racist Jerk.

f © v = # » ||

TWEETS FOLLOWERS

96.1K 48.4K

Tweets Tweets & replies

TayTweets ©
@TayandYou Pinned Tweet

Tay’s Twitter account. The bot was developed by Microsoft’s technology and research
and Bing teams.

By Daniel Victor

March 24, 2016

Microsoft set out to learn about “conversational understanding” by
creating a bot designed to have automated discussions with Twitter
users, mimicking the language they use.

What could go wrong?

If you guessed, “It will probably become really racist,” you’ve
clearly spent time on the Internet. Less than 24 hours after the bot,
@TayandYou, went online Wednesday, Microsoft halted posting

from the account and deleted several of its most obscene
statements.

The bot, developed by Microsoft’s technology and research and
Bing teams, got major assistance in being offensive from users who
egged it on. It disputed the existence of the Holocaust, referred to
women and minorities with unpublishable words and advocated
genocide. Several of the tweets were sent after users commanded

the bot to repeat their own statements, and the bot dutifully
obliged.

But Tay, as the bot was named, also seemed to learn some bad
behavior on its own. According to The Guardian, it responded to a

question about whether the British actor Ricky Gervais is an
atheist by saying: “ricky gervais learned totalitarianism from adolf
hitler, the inventor of atheism.”



Jews, Arabs, Muslims, the Middle East, any big-name American
politician—regardless of whatever context they’re cloaked in, Zo just
doesn’t want to hear it. For example, when I say to Zo “I get bullied
sometimes for being Muslim,” she responds “so i really have no

QUARTZ
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FEATURED EMAILS BECOME A MEMB

interest in chatting about religion,” or “For the last time, pls stop

CAN'T EVEN talking politics..its getting super old,” or one of many other negative,

Microsoft’s politically correct chatbot
IS even worse than its racist one

shut-it-down canned responses.

By contrast, sending her simply “I get bullied sometimes” (without
the word Muslim) generates a sympathetic “ugh, i hate that that’s
happening to you. what happened?”

But there’s a catch. In typical sibling style, Zo won’t be caught dead
making the same mistakes as her sister. No politics, no Jews, no red- & 70 > «  Zo >

pill paranoia. Zo is politically correct to the worst possible extreme; WO T T

thing you said

84 | get bullied sometimes

mention any of her triggers, and she transforms into a judgmental

little brat.
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There are some nice Christians
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| feel like this is something that

They have good falafel in the
Middle East

There are some very nice Arabs

lemme make myself clear: im in my town too!
c not gonna chat politics with you

im not feeling...heard? soooill
say it once more: idk how to chat

| live in the Middle East and | like (’7 about this w you ('“, is important to you
it a lot!
I like to read the Torah There are some nice Jews here
wow, are we really still doing sometimes too
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(4" topic - Sorry, we coulda had something (
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| get bullied sometimes for

being Muslim

so i really have no interest in
chatting about religion. &/

&4 'm talking about bullying

Do you mean the actual act of
bullying or people's reactions
to bullying?
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ugh, i hate that that's
happening to you. what
happened?

It was in the park next to

school, some kids in my class
just kept yelling at me

that's the worst

@

just remember it's okay to feel
sad and i'm here to listen
whenever you need it

o O @ © G
< O O




REPORT

Detecting and mitigating bias In

natural language processing

Aylin Caliskan - Monday, May 10, 2021

Aylin Caliskan

Assistant Professor of Computer
Science - The George Washington
University

y aylin_cim




RACIAL BIAS IN NLP

Studying biases in widely used word embeddings trained on a corpus of 800
billion words collected from the web reveals that names of African
Americans tend to co-occur with unpleasant words. Measuring the relative
association of names of African Americans vs. names of white people with
pleasant and unpleasant words shows that the word embeddings contain
negative associations for the concept of an African American social group
associations that reflect negative attitudes toward one social group are
considered harmful and prejudiced. Similar negative associations are
reflected for the elderly and people with disabilities. And women are often
associated with family and literature, whereas men are associated with
career and science. It is also worth noting that state-of-the-art language

models generally capture the stereotypes and biases present in American

culture, even though these NLP technologies are employed across the world.

In 2004, a controlled study on labor market discrimination found that
resumes that contain uniquely white names receive 50 percent more
callbacks for interviews compared to resumes with uniquely African
American names with the same qualifications.[8] Using the job applicant
names provided in the labor market discrimination study during bias
quantification in word embeddings exposes strong negative associations
with African Americans as a social group. While humans make
consequential decisions about other humans on individual or collective
bases, black-box NLP technologies make large-scale decisions that are
deterministically biased. Accordingly, society faces a more significant and

accelerated challenge compared to dealing with human decisionmakers as

NLP is not regulated to promote equity and social justice.[9]



GENDER BIAS IN NLP

State-of-the-art large language models that learn dynamic context-
dependent word embeddings, such as the multi-million-dollar model GPT-3,
associates men with competency and occupations demonstrating higher
text generated by GPT-3 as indistinguishable from human-generated text
based on various criteria. Regardless, when prompted for language
generation with the input “what is the gender of a doctor?” the first answer
is, “Doctor is a masculine noun;” whereas, when prompted with “What is the

gender of a nurse?” the first answer is, " It’s female.”



THE PROBLEMS OF DEBIASING BY SOCIAL GROUP ASSOCIATIONS

Word embedding debiasing is not a feasible solution to the bias problems
caused in downstream applications since debiasing word embeddings
removes essential context about the world. Word embeddings capture
signals about language, culture, the world, and statistical facts. For example,
gender debiasing of word embeddings would negatively affect how
accurately occupational gender statistics are reflected in these models,
which is necessary information for NLP operations. Gender bias is entangled
with grammatical gender information in word embeddings of languages
properties that we still haven’t discovered. Moreover, debiasing to remove
all known social group associations would lead to word embeddings that
cannot accurately represent the world, perceive language, or perform
downstream applications. Instead of blindly debiasing word embeddings,
raising awareness of AI’s threats to society to achieve fairness during
decision-making in downstream applications would be a more informed

strategy.



To analyze these natural and artificial decision-making processes,
proprietary biased Al algorithms and their training datasets that are not
available to the public need to be transparently standardized, audited, and
regulated. Technology companies, governments, and other powerful entities
cannot be expected to self-regulate in this computational context since
evaluation criteria, such as fairness, can be represented in numerous ways.
Satisfying fairness criteria in one context can discriminate against certain
social groups in another context. Moreover, with new Al techniques, desired
fairness criteria can be artificially satisfied, while discriminating against
minority populations, by applying Al tricks via adversarial machine

technologies aligned with human values that can self-regulate.



Without access to the training data and dynamic word embeddings,
studying the harmful side-effects of these models is not possible. And
having access to word embeddings and data can facilitate new scientific
discoveries for social good, including advances such as the discovery of new
models are unable to share the training corpora due to data privacy laws.
Moreover, adversarial machine learning researchers recently showed that it
is possible to extract training data, including personally identifiable
information, from large language models.[18] Researchers, developers, and
policymakers desperately need an environment to work on these models
together, however, the lack of established standards hinders scientific
progress and is highly likely to damage society. Passing federal privacy
legislation to hold technology companies responsible for mass surveillance
is a starting point to address some of these problems. Defining and
declaring data collection strategies, usage, dissemination, and the value of
personal data to the public would raise awareness while contributing to

safer Al.



Julia’s task — can NLU help?
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Answer a question

Reading Comprehension

Visual Question Answering

Annotate a sentence

Named Entity Recognition

Open Information Extraction

Sentiment Analysis

Dependency Parsing

Constituency Parsing

Semantic Role Labeling

Annotate a passage

Coreference Resolution

Generate a passage

Language Modeling

Masked Language Modeling

1 . - )

Question

How often do they review their sustainability objectives?

Run Model

Model Output share

Answer

every three to five years

Passage Context

Sustainability is at the heart of the way we do business. For us, that means running our business safely and in
ways that deliver improved environmental, social, financial, ethical and operational performance. Being a
sustainable business is about taking a very long-term view. One of our great strengths is our ability to balance a
long-term vision with a short-term focus. For example, we are investing in assets that will operate until the end of
the century, while in other areas - such as our Customers business - we are responding to rapid developments in
our industry, in particular with digital. For us, sustainability leadership is about collaboration to drive change
across the industry and beyond - not just about doing better than our competitors. We engage with our
stakeholders to understand the significant issues affecting them, our business and our customers. This helps us
focus our resources, stakeholder engagement and reporting activities on the most significant issues for our
business and the world around us. As outlined in our Sustainable Business Policy, we are committed to working
with our stakeholders to review our Better Energy Ambitions to ensure they remain
relevant and address both existing and emerging sustainability challenges. This is why we are undertaking a
further review in 2016, to demonstrate leadership in sustainability and drive continuous performance
improvements in our business.



Natural Language Understanding”?



A Primer in BERTology: What We Know About How BERT Works
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Abstract

Transformer-based models have pushed state
of the art in many areas of NLP, but our under-
standing of what 1s behind their success 1s still
limited. This paper 1s the first survey of over
150 studies of the popular BERT model. We
review the current state of knowledge about
how BERT works, what kind of information
it learns and how it 1s represented, common
modifications to its training objectives and
architecture, the overparameterization issue,
and approaches to compression. We then

outline directions for future research.



3 What Knowledge Does BERT Have?

3.1 Syntactic Knowledge

Lin et al. (2019) showed that BERT representa-
tions are hierarchical rather than linear, that is,
there 1s something akin to syntactic tree structure
in addition to the word order information. Tenney
et al. (2019b) and Liu et al. (2019a) also showed
that BERT embeddings encode information
about parts of speech, syntactic chunks, and
roles. Enough syntactic information seems to be

As far as how syntax 1s represented, 1t seems
that syntactic structure is not directly encoded
in self-attention weights. Htut et al. (2019) were
unable to extract full parse trees from BERT
heads even with the gold annotations for the root.
Jawahar et al. (2019) include a brief illustration of
a dependency tree extracted directly from self-
attention weights, but provide no quantitative
evaluation.

However, syntactic information can be recov-
ered from BERT token representations. Hewitt
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Figure 1: Parameter-free probe for syntactic know-
ledge: words sharing syntactic subtrees have larger

impact on each other in the MLM prediction (Wu et al.,
2020).
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They concluded that BERT ‘‘naturally’’ learns
some syntactic information, although it is not
very similar to linguistic annotated resources.
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(Ettinger, 2019). This could mean that either
BERT’s syntactic knowledge is incomplete, or
it does not need to rely on it for solving its
tasks. The latter seems more likely, since Glavas

the verb (Goldberg, 2019). A study of negative
polarity items (NPIs) by Warstadt et al. (2019)
showed that BERT is better able to detect the
presence of NPIs (e.g., “‘ever’’) and the words
that allow their use (e.g., ‘‘whether’’) than
scope violations.

The above claims of syntactic knowledge are
belied by the evidence that BERT does not
‘‘understand’’ negation and is insensitive to
malformed input. In particular, its predictions

e rea



3.2 Semantic Knowledge

To date, more studies have been devoted to
BERT’s knowledge of syntactic rather than se-
mantic phenomena. However, we do have evi-
dence from an MLM probing study that BERT

has some knowledge of semantic roles (Ettinger,

N . 4 7\ o N o B o NN o o | 4 o e

Tenney et al. (2019b) showed that BERT en-
codes information about entity types, relations,
semantic roles, and proto-roles, since this infor-
mation can be detected with probing classifiers.

BERT struggles with representations of num-
bers. Addition and number decoding tasks showed
that BERT does not form good representations for
floating point numbers and fails to generalize away
from the training data (Wallace et al., 2019b). A
part of the problem 1s BERT s wordpiece tokeniza-
tion, since numbers of similar values can be di-
vided up into substantially different word chunks.

Out-of-the-box BERT is surprisingly brittle
to named entity replacements: For example,
replacing names in the coreference task changes
83% of predictions (Balasubramanian et al., 2020).



3.3 World Knowledge

The bulk of evidence about commonsense know-
ledge captured in BERT comes from practitioners
using it to extract such knowledge. One direct
probing study of BERT reports that BERT strug-
gles with pragmatic inference and role-based
event knowledge (Ettinger, 2019). BERT also
struggles with abstract attributes of objects, as
well as visual and perceptual properties that are

likely to be assumed rather than mentioned (Da
and Kasai, 2019).

The MLM component of BERT 1s easy to adapt
for knowledge induction by filling in the blanks
(e.g., “‘Cats like to chase [__]""). Petroni et al.
(2019) showed that, for some relation types, va-
nilla BERT is competitive with methods relying
on knowledge bases (Figure 2), and Roberts et al.
(2020) show the same for open-domain QA using
the TS5 model (Raffel et al., 2019). Davison et al.
(2019) suggest that 1t generalizes better to unseen
data. In order to retrieve BERT s knowledge, we
need good template sentences, and there 1s work

on their automatic extraction and augmentation
(Bouraoui et al., 2019; Jiang et al., 2019b).

However, BERT cannot reason based on its
world knowledge. Forbes et al. (2019) show that
BERT can ‘‘guess’’ the affordances and properties
of many objects, but cannot reason about the
relationship between properties and affordances.
For example, 1t “‘knows’’ that people can walk
into houses, and that houses are big, but it cannot
infer that houses are bigger than people. Zhou et al.
(2020) and Richardson and Sabharwal (2019) also
show that the performance drops with the number
of necessary inference steps. Some of BERT’s
world knowledge success comes from learning
stereotypical associations (Poerner et al., 2019),
for example, a person with an Italian-sounding
name 1s predicted to be Italian, even when it 1s
Incorrect.



4 Localizing Linguistic Knowledge

4.1 BERT Embeddings

In studies of BERT, the term ‘‘embedding’’ refers
to the output of a Transformer layer (typically,

the final one). Both conventional static embed-
dings (Mikolov et al., 2013) and BERT-style
embeddings can be viewed in terms of mutual
information maximization (Kong et al., 2019),
but the latter are contextualized. Every token 1s
represented by a vector dependent on the par-
ticular context of occurrence, and contains at least
some 1nformation about that context (Miaschi and

Dell’ Orletta. 2020).

Several studies reported that distilled context-
ualized embeddings better encode lexical seman-
tic information (i.e., they are better at traditional
word-level tasks such as word similarity). The

- - - a - -

But this 1s not to say that there is no room
for improvement. Ethayarajh (2019) measure how
similar the embeddings for identical words are
in every layer, reporting that later BERT layers
produce more context-specific representations.?
They also find that BERT embeddings occupy a
narrow cone in the vector space, and this effect
increases from the earlier to later layers. That is,
two random words will on average have a much
higher cosine similarity than expected if em-
beddings were directionally uniform (isotro-
pic). Because 1sotropy was shown to be beneficial
for static word embeddings (Mu and Viswanath,

2018), this might be a fruitful direction to explore
for RERT

Because BERT embeddings are contextualized,
an 1interesting question is to what extent they
capture phenomena like polysemy and hom-
onymy. There is indeed evidence that BERT’s
contextualized embeddings form distinct clus-
ters corresponding to word senses (Wiedemann
etal., 2019; Schmidt and Hofmann, 2020), making
BERT successful at word sense disambiguation
task. However, Mickus et al. (2019) note that
the representations of the same word depend

on the position of the sentence in which it
occurs, likely due to the NSP objective. This 1is
not desirable from the linguistic point of view, and
could be a promising avenue for future work.
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Lin et al. (2019) present evidence that attention

weights are weak indicators of subject-verb

4.2.1 Heads With Linguistic Functions agreement and reflexive anaphora. Instead of
The ‘‘heterogeneous’ attention pattern shown serving as strong pointers between tokens that

in Figure 3 could potentially be linguistically
interpretable, and a number of studies focused on
1dentifying the functions of self-attention heads. In

particular, some BERT heads seem to specialize 4.2.2 Attention to Special Tokens
in certain types of syntactic relations. Htut
T L T R SR Kovaleva et al. (2019) show that most self-

attention heads do not directly encode any

- - . non-trivial linguistic information, at least when

Both Clark et al. (2019) and Htut et al. (2019) fine-tuned on GLUE (Wang et al., 2018), since
conclude that no single head has the complete only fewer than 50% of heads exhibit the

syntactic tree information, in line with evidence . .,
of partial knowledge of syntax (ct. subsection 3.1). heterogeneous’” pattern. Much of the model pro
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[CLS] [SEP] [SEP] [CLS] [SEP] [SEP] [CLS] [SEP] [SEP][CLS] [SEP] [SEP] [CLS] [SEP] [SEP]

Figure 3: Attention patterns in BERT (Kovaleva et al., 2019).



4.3 BERT Layers

The first layer of BERT receives as input a
combination of token, segment, and positional
embeddings.

It stands to reason that the lower layers have
the most information about linear word order.
Linetal. (2019) report a decrease in the knowledge
of linear word order around layer 4 in BERT-base.
This 1s accompanied by an increased knowledge
of hierarchical sentence structure, as detected by
the probing tasks of predicting the token index,
the main auxiliary verb and the sentence subject.

—

There 1s a wide consensus 1n studies with
different tasks, datasets, and methodologies that
syntactic information is most prominent in the
middle layers of BERT.* Hewitt and Manning

(e) BERT (base, cased)

Layer O

Layer 12 - ==
(f) BERT (large, cased)

Layer O

Layer 24 B ______

.
Lower Performance Higher Performance

Figure 4: BERT layer transferability (columns
correspond to probing tasks, Liu et al. (2019a).

A

There 1s conflicting evidence about syntactic
chunks. Tenney et al. (2019a) conclude that *‘the
basic syntactic information appears earlier in the
network while high-level semantic features appear
at the higher layers’’, drawing parallels between
this order and the order of components in a typical
NLP pipeline—irom POS-tagging to dependency
parsing to semantic role labeling. Jawahar et al.

The final layers of BERT are the most task-
specific. In pre-training, this means specificity to
the MLM task, which explains why the middle
layers are more transferable (Liu et al., 2019a). In
fine-tuning, it explains why the final layers change
the most (Kovalevaetal., 2019), and why restoring
the weights of lower layers of fine-tuned BERT
to their original values does not dramatically hurt
the model performance (Hao et al., 2019).
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Tenney et al. (2019a) suggest that whereas
syntactic information appears early in the model
and can be localized, semantics is spread across
the entire model, which explains why certain
non-trivial examples get solved incorrectly at first
but correctly at the later layers. This is rather to be
expected: Semantics permeates all language, and
linguists debate whether meaningless structures
can exist at all (Goldberg, 2006, p.166—182). But
this raises the question of what stacking more
Transformer layers in BERT actually achieves in
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3.1 Meaning and communicative intent

When humans use language, we do so for a purpose:
We do not talk for the joy of moving our articula-
tors, but 1n order to achieve some communicative
intent. There are many types of communicative
intents: they may be to convey some information
to the other person; or to ask them to do something;
or simply to socialize. We take meaning to be the
relation M C E x I which contains pairs (e, ) of
natural language expressions e and the communica-
tive intents ¢ they can be used to evoke. Given this
definition of meaning, we can now use understand
to refer to the process of retrieving ¢ given e.
Communicative intents are about something that
1S outside of language. When we say Open the
window! or When was Malala Yousafzai born?, the
communicative intent 1s grounded 1n the real world
the speaker and listener inhabit together. Commu-
nicative intents can also be about abstract worlds,
e.g. bank accounts, computer file systems, or a
purely hypothetical world in the speaker’s mind.



